Pharmaceutical Research, Vol. 22, No. 4, April 2005 (© 2005)
10.1007/s11095-005-2495-9

Conference Report

Method Validation and Measurement of Biomarkers in Nonclinical and
Clinical Samples in Drug Development: A Conference Report

Jean W. Lee,"'” Russ S. Weiner,? Jeff M. Sailstad,® Ronald R. Bowsher,* Dean W. Knuth,’ Peter J. O’Brien,®
Jean L. Fourcroy,” Rakesh Dixit,® Lini Pandite,” Robert G. Pietrusko,'” Holly D. Soares,'! Valerie Quarmby,'?
Ole L. Vesterqvist,” David M. Potter,"" James L. Witliff,'”> Herbert A. Fritche,'* Timothy O’Leary,"

Lorah Perlee,'® Sunil Kadam,® and John A. Wagner®

Received November 15, 2004; accepted January 14, 2005

Biomarkers are increasingly used in drug development to aid scientific and clinical decisions regarding
the progress of candidate and marketed therapeutics. Biomarkers can improve the understanding of
diseases as well as therapeutic and off-target effects of drugs. Early implementation of biomarker
strategies thus promises to reduce costs and time-to-market as drugs proceed through increasingly costly
and complex clinical development programs. The 2003 American Association of Pharmaceutical Sci-
ences/Clinical Ligand Assay Society Biomarkers Workshop (Salt Lake City, UT, USA, October 24-25,
2003) addressed key issues in biomarker research, with an emphasis on the validation and implemen-
tation of biochemical biomarker assays, covering from preclinical discovery of efficacy and toxicity
biomarkers through clinical and postmarketing implementation. This summary report of the workshop
focuses on the major issues discussed during presentations and open forums and noted consensus
achieved among the participants on topics from nomenclature to best practices. For example, it was
agreed that because reliable and accurate data provide the basis for sound decision making, biomarker
assays must be validated in a manner that enables the creation of such data. The nature of biomarker
measurements often precludes direct application of regulatory guidelines established for clinical diag-
nostics or drug bioanalysis, and future guidance on biomarker assay validation should therefore be
adaptable enough that validation criteria do not stifle creative biomarker solutions.
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INTRODUCTION

Biomarkers? are widely used in drug development, con-
tributing to increased productivity and improved patient care
across a spectrum of drug development activities. The recent
explosion in biomarker research is largely driven by the wide-
spread belief that appropriate application of biomarkers to
preclinical and clinical drug development will accelerate the
process (i.e., speeding time to market), increase efficiency (by
providing early indications of efficacy or toxicity), and facili-
tate dose selection prior to expensive phase III clinical trials
(1-5). Studies of efficacy and toxicity biomarkers can aid risk
assessment and candidate selection in animal models and can
improve clinical trials outcomes through improved patient
stratification and dose selection. Biomarkers thus seem likely
to hasten the attrition of undesirable candidate compounds
and to increase productivity in drug development, reducing
the time and costs associated with bringing new therapies to
patients.

Given the intense interest in biomarkers in the pharma-
ceutical and diagnostics industries, it is not surprising that
biomarkers have become a focus of major new governmental
initiatives. Biomarkers are included in the NIH Road Map
(6), which aims to facilitate a more efficient and productive
system of medical research. Also, the FDA Critical Path Ini-
tiative, designed in part to identify the sources of major delays
and other problems in drug development (7), cites the need
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for biomarkers in “toolkits” for new product development.
The use of biomarkers extends to clinical practice as well,
with recent examples of drug development biomarkers that
have evolved into diagnostics suitable for use in patient care.

In October 2003, a workshop was held in Salt Lake City,
Utah, to address the analytical validation of biomarker assays
in support of drug development. Reflective of the close rela-
tionship between drug development biomarkers and clinical
diagnostic assays, the workshop was organized by the Ameri-
can Association of Pharmaceutical Sciences (AAPS) Ligand
Binding Assay Bioanalytical Focus Group (LBABFG) and
cosponsored by Clinical Ligand Assay Society (CLAS). Ap-
proximately 150 scientists participated in the workshop,
which included presentations on biomarker research in drug
development and diagnostic applications. These presenta-
tions were grouped by topics, and sessions were followed by
open-forum discussions to identify commonly encountered is-
sues in biomarker research and development and to obtain
consensus on approaches to this research wherever possible.
Workshop presentations and subsequent discussions provided
the context for the assay validation recommendations and
discussions of “best practices” below.

This summary report of the workshop is organized
around the larger themes identified at the workshop and fo-
cuses on the essence of the bioanalytical issues and relevant
discussions held there. Because a comprehensive treatment of
all the materials presented at the workshop is beyond the
scope of this report, the authors aimed to capture the spirit of
“state-of-the-art” biomarker method development and vali-
dation.

Understanding the process of biomarker discovery,
implementation, and qualification in the pharmaceutical in-
dustry provides the context under which biomarker assay vali-
dation occurs. Common practices presented and discussed at
the workshop are reviewed below to help provide that con-
text. Given that the majority of workshop participants had
backgrounds in clinical and preclinical bioanalytical assay de-
velopment in the pharmaceutical industry and that only a few
of the participants were from the diagnostics industry, both
the workshop and this report emphasize the use of biomark-
ers in the clinical phase of drug development.

NOMENCLATURE AND DEFINITIONS

Achieving consensus on clearly defined terminologies is
an essential prerequisite to understanding biomarker data in
a proper clinical context. Yet, as indicated by several speakers
and discussion participants, overlapping and ambiguous ter-
minologies surrounding biomarker research has led to confu-
sion among scientists from different disciplines. Several im-
portant government and trade organization initiatives have
addressed the issue of nomenclature in drug development
(8,9). There was a consensus among workshop participants to
adopt the NIH Working Group definition for a biomarker
(9). Additional nomenclature was recommended to avoid fu-
ture confusion in the biomarker literature.

By definition, a biomarker is a characteristic that is ob-
jectively measured and evaluated as an indicator of normal
biological or pathologic processes or of pharmacologic re-
sponses to a therapeutic intervention. Pharmacodynamic
(PD) biomarkers specifically refer to time-associated mea-
sures of a pharmacologic response. A clinical end-point dif-
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fers from a surrogate end-point in that the former quantifies
a characteristic of the patient’s condition (e.g., how they feel
or function, or the survival rate of a population), whereas the
latter is meant to substitute for a clinical end-point. Surrogate
end-points are thus based on scientific observations that are
expected to predict a clinical benefit or lack thereof in a drug
trial. Biomarker biology often fits into the cascade of patho-
logic events that underlie a disease and can, with adequate
clinical evidence, eventually serve as surrogate end-points for
disease progression. Biomarkers that fall short of surrogacy
can nonetheless provide measures of safety, tolerability, and
drug efficacy or may be used to monitor disease progression.
Two categories of this type of biomarker were defined.

Mechanism-specific, “proximal” biomarkers are a subset
of PD biomarkers that reflect drug action. Qualification of
proximal biomarkers for safety and efficacy requires exten-
sive knowledge of both the underlying pathophysiology and
the on-target and off-target mechanisms of action of the in-
vestigative drug. “Distal” biomarkers reflect disease progres-
sion. Additional nomenclature included routine biomarkers,
which were defined as those that are analyzed in laboratories
with well-established methods, such as in the field of diagnos-
tic clinical chemistry. More recently, novel biomarkers have
emerged as an important research tool in drug development.
Measures of such novel biomarkers are usually conducted in
research laboratories and require specialized reagents or
technologies that are not available routinely in a clinical labo-
ratory setting. Because of the perceived value of novel bio-
markers in facilitating the discovery and development of new
and innovative therapies, extensive discussions focused on
this type of analysis.

An ideal novel biomarker supporting drug development
would be biologically and clinically relevant, analytically
sound, operationally practical, timely, and interpretable and
cost effective (10). The definitions described above may apply
to a number of different biomarkers, including those acquired
using physiologic, psychological, and imaging techniques. The
biomarkers discussed at the 2003 AAPS/CLAS workshop and
described in this report, however, are biochemical measures
typically measured in a laboratory setting. The consensus and
recommendations below are limited to such assays.

INDUSTRY TRENDS IN
BIOMARKER DEVELOPMENT

Preclinical Phases

Given the evolving and dynamic nature of biomarker
research projects, where internal and external influences on
decision-making can rapidly change, what strategies can be
used to see biomarkers through validation and implementa-
tion? Representatives from innovator companies described a
common pattern of preclinical biomarker implementation.
Ideally, biomarker research contributes to regulatory ap-
proval. However, considering the high attrition rate of candi-
date compounds, a minimal goal of this exercise is often to
provide feedback to discovery scientists regarding the perfor-
mance of predictive biomarkers, thus allowing improvements
in subsequent generations of compounds and improvements
in future study designs.
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In order for novel biomarkers to be used to their fullest
extent, they must be identified early in the drug discovery
process. This allows the bioanalytical methods to be de-
veloped and validated in time for early phase clinical trials.
Because study objectives can often include disparate factors,
an interdisciplinary approach is often adopted for effective
development of biomarkers. Some companies have estab-
lished biomarker working groups that are composed of
scientists and other relevant personnel from discovery,
pharmacology, absorption/distribution/metabolism/elimina-
tion (ADME), medical, regulatory, and analytical divisions.
Team discussions and effective communication are vital to the
timely, successful development, validation, and application of
biomarker methods to sample analysis. The timing of assay
development and validation relative to drug development
milestones, operational and logistical issues including preana-
lytical factors, and limitations in the interpretation of data
were identified as crucial topics of discussion for biomarker
teams. This integrated approach is a well-accepted model, and
most innovator companies are using the following approach
or a close variant for biomarker development.

Following target validation and drug candidate selection,
typically using in vitro models, animal models help to predict
the in vivo activity of the candidate compound. If the com-
pound exhibits suitable activity with minimal if any toxicities,
attempts are made to identify efficacy biomarkers that can
serve as early predictors of clinical outcome. These can in-
clude novel biochemical or pharmacogenomic markers that
may be predictive of disease susceptibility, drug metabolism,
or other factors influencing efficacy and other markers for
patient stratification. During preclinical development, discov-
ery organizations examine disease-causing and interventional
mechanisms to support the selection and use of each biomar-
ker. The biomarker may then be evaluated in pharmacology
and toxicology studies, often including animal models of hu-
man disease. PD biomarkers may provide early mechanistic
or efficacy information about an investigative compound, aid-
ing internal “go-no-go decisions” thereby allowing a team to
move forward with added confidence (1-4). Panels of these
biomarkers are sometimes developed, including a subset of
markers that serve as early indicators of PD efficacy; that is,
if the drug has hit its intended target.

Another important area is the identification of biomark-
ers that can predict toxicity, also termed safety or toxicity
biomarkers. The initial development of these markers often
occurs during preclinical development. Historically, nonclini-
cal toxicity biomarkers have focused on those that could be
measured by well-established clinical biochemical methods.
Novel toxicity biomarkers are typically linked to the mecha-
nism(s) of action of a drug and off-target side effects that can
sometimes be predicted in light of that pharmacology. Such
novel toxicity biomarkers can provide important, compound-
specific information regarding toxic drug side-effects that
might otherwise not be detected using standard assays. Such
information can aid candidate selection and the refinement of
next-generation drugs through rational drug design. Once
identified, a mechanism-related toxicity biomarker can be
treated like an efficacy biomarker and ideally complements
standard clinical measures. Such a marker must therefore un-
dergo both bioanalytical method validation and nonclinical
qualification in experimental toxicology studies.
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Preapproval Clinical Phases

In the process of validating the biomarker assay, samples
from healthy individuals and patients are used to establish
expected ranges and biologic variations for a given analyte.
Knowledge of these ranges and assay performance in these
matrices aids the design of studies, thereby allowing research-
ers to understand the sample size necessary to confidently
detect relevant changes in a biomarker after therapeutic in-
tervention. Successful application of biomarkers in early-
phase clinical trials requires the choice of a suitable biomark-
er and an accurate definition of the role that marker will play
in subsequent decision-making. A suitable biomarker may
reflect a dose-proportional response to therapy but may be
too far downstream to adequately model the pharmacokinet-
ic/pharmacodynamic (PK/PD) relationships that underlie the
measured response. For example, biomarkers can be used to
facilitate dose selection in pivotal trials (5). In ideal situations,
a biomarker will also provide predictive evidence that disease
processes have been beneficially impacted. This is particularly
desirable in chronic diseases, where clinical outcomes may
take years to present. As with preclinical biomark-
ers, workshop participants shared experiences surrounding
the implementation of biomarkers in clinical trials, including
trends surrounding successes and difficulties.

The makeup and focus of biomarker teams will likely
need to evolve in response to clinical and other influences
that may necessitate the modification or refinement of a bio-
marker assay during clinical development. In light of new
developments, careful consideration of the continued rel-
evance of a biomarker or its measurement to the clinical situ-
ation at hand is paramount. Reasonable “turnaround times”
should be planned for bioanalytical method development,
data flow, and interpretation of clinical biomarker data. Team
access to real-time data is often beneficial at this stage. It is
crucial to consider the intended purpose of the biomarker
measurement in this assessment (i.e., if the biomarker is ex-
ploratory or confirmatory, proximal or distal). It is beneficial
for the bioanalytical scientists performing the assays to be
included in data interpretation and to regularly communicate
with the team on biomarker bioanalytical performance.

Clinical qualification, necessary for the use of a biomark-
er as a surrogate end-point, was described in the workshop.
This is a graded process where scientific evidence is acquired
in order to link a biomarker with a clinical end-point. A cycle
of qualification, the nature of which is based on the eviden-
tiary status of the biomarker relative to knowledge of the
disease and compound pharmacology, precedes biomarker
qualification and demonstration of surrogacy. This cycle
roughly approximates the drug development process, where
basic science and preclinical discovery characterize an explor-
atory phase of research.

Exploratory findings can lead to a demonstration of their
linkage with the clinical end-point and further clinical char-
acterization. These steps lead to the assembly of a biomarker
database to demonstrate that a biomarker can substitute for a
clinical end-point, otherwise known as surrogacy. Examples
of identifying type-2 diabetes biomarkers were given in the
case of PPARvy agonists. Free fatty acid was linked to insulin
resistance as mechanism-specific, proximal demonstration
biomarker; adiponectin was identified by cDNA microarrays,
and serum adiponectin concentrations were correlated with



502

insulin sensitivity to be a proximal demonstration biomarker
(11-13); and glycosylated hemoglobin (Hb,,.) was qualified
as a surrogate marker for PPARYy in type 1 and type 2 dia-
betes (14).

Postapproval Clinical Phase

Phase IV monitoring of safety and toxicity biomarkers
can be mandated by the FDA prior to approval of a new drug.
Prominent examples include the monitoring the immunoge-
nicity of protein therapeutics and surveillance for idiosyn-
cratic adverse events. The most common example of the latter
is postmarket pharmacovigilance for rare hepatotoxicity (see
www.fda.gov/cder/livertox/postmarket.pdf).

Clinicians have used biomarkers in patient diagnosis for
a long time, though the term has only recently come into use.
Previously, physicians depended on a standard set of labora-
tory markers to gauge patient progress. Today, data related to
novel biomarkers are also correlated to clinical data and bi-
ology to assess their predictive power for clinical validation or
qualification of the biomarkers. Given the uses described
above for biomarkers in clinical trials, the integration of bio-
markers into standard clinical practice is enabling the evolu-
tion of so-called personalized medicine. This term describes
the process of selecting optimal treatments for an individual
patient to ensure maximum therapeutic response with mini-
mal side effects and toxicity. Additional major uses of bio-
markers have arisen in the postapproval phase, which relate
to personalized medicine. These include 1) the evolution of a
biomarker into an approved clinical diagnostic test that en-
ables postapproval surveillance of drug safety and clinical
benefits, and 2) the correlation of safety and efficacy bio-
markers that allows pharmaceutical companies and regula-
tory agencies to get a comprehensive picture of both the nega-
tive and positive clinical outcomes of a given drug when it is
used in large patient populations. Increasing knowledge of
diseases has led to such personalized therapies, where drugs
or dosing regimens are targeted at specific disease mecha-
nisms, and patient populations are stratified to maximize the
utility of the targeted therapies. Clinical decision-making in
breast cancer treatment, for example, can benefit from the
use of biomarkers in disease staging and predicting patient
prognoses (15,16).

METHOD DEVELOPMENT AND VALIDATION

Contextual Differences of Biomarker vs. Drug Bioanalysis

The speed with which biomarkers have been adopted by
industry has left the field in something of a regulatory vacuum
that can only partly be filled using established best practices
and guidelines. The consequence of this lack of regulatory
guidance is that confusion exists concerning what experiments
should be performed and what data are necessary and appro-
priate for biomarker assay validation (17). This has led to
inconsistent application of validation procedures.

A major concern expressed at the workshop was that
forthcoming recommendations for biomarker assay validation
might adhere too strictly to existing bioanalytical guidelines,
particularly those established for drug and safety monitoring.
A widely voiced opinion was that such an outcome would
ultimately hinder novel biomarker research. The consensus
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and recommendations that arose from the workshop align
with the “spirit” of previous guidelines, though great care was
urged in the application of established bioanalytical principals
to this young and emerging field. Workshop participants
agreed that reliable and accurate data are required for mak-
ing sound decisions during drug development and that there
should be common, minimal expectations for biomarker data.
It was also recognized that analytical requirements could be
stage specific, based on the intended use of the biomarker
data. Bioanalytical method validation issues were identified
for subsequent actions to be addressed by the AAPS
LBABFG Biomarker Committee.

Almost universally, regulatory guidance for bioanalytical
validation indicates that the paramount objective of a bioana-
lytical method validation is to ensure that assay is reliable for
its intended use (18,19). This philosophical viewpoint is cen-
tral to guidance documents, conference reports, and “white”
papers for bioanalytical validation of assays for conventional
small molecule drugs and macromolecular therapeutics (20—
25). Moreover, this has led to prescribed procedures and ac-
ceptance criteria for bioanalytical method validation. Al-
though biomarker laboratory analyses can have many simi-
larities to those used in toxicology and ADME studies, the
variety of novel biomarkers and the nature of their applica-
tions often preclude the use of previously established bioana-
lytical validation guidelines in biomarker research. The same
method can be used for various purposes (e.g., either explor-
atory or confirmatory research) or in different therapeutic
areas, including those where significant sample matrix differ-
ences are encountered. For example, method validation re-
quirements for inflammatory biomarker assays may be differ-
ent in infectious disease, allergy, cancer, and cardiovascular
disease samples or during different drug development phases.
These considerations are pivotal for designing biomarker
methods, defining the scope of validation and the degree of
associated document control.

Categories of Assays and Data Defining Bioanalytical
Method Validation

Workshop speakers echoed common themes, particu-
larly with regard to “fit-for-purpose” validation guidelines.
Still, there was no consensus on the specifics for biomarker
assay development and validation. There was an agreement,
however, that there needs to be some foundation for the vali-
dation efforts including all of the procedures required to dem-
onstrate that a particular method is “reliable for the intended
use” (18,19). Furthermore, regardless of the process used, the
goal of assay development and validation should be to “de-
velop a valid method” rather than simply to “validate a de-
veloped method” (26). Assay development and assay valida-
tion are intertwined and often occur within a process as
shown in Fig. 1. The following sections review the presenta-
tions from the workshop, focusing on the common topics and
themes that arose. Below we describe various influences on
biomarker assay development and validation, including how
the stage of development, sample and data type, and intended
use of the assay influence decisions surrounding assay valida-
tion.

The standardization of validation processes for biomark-
ers is complicated because the assays are inherently diverse
(27). Unlike bioanalytical assays for conventional xenobiotic
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Development
(Method feasibility)

Pre-Validation
(Late phase development &
optimization)

Pre-Study Validation (Method
acceptance)

In-StudyValidation
(Run acceptance)

Fig. 1. Process of assay development and validation for bioanalysis.

drugs, where quantitative results are obtained by calibration
against a highly purified and well-defined reference standard,
biomarker assays can differ considerably depending on the
type of analytical measurement, the type of analytical data
that arises from the assay, and the intended use of the re-
ported result. As described above, study objectives vary with
the stages of drug development. Accordingly, if the intended
use is exploratory in nature (i.e., the biomarker is not clini-
cally validated), the extent of bioanalytical method validation
is usually less than that for a confirmatory biomarker. A use-
ful starting point in determining the direction of a biomarker
assay validation is to consider the assay to be used and the
data type that the assay will generate.

From a statistical perspective, biomarker data can be cat-
egorized as continuous, using numerical values, or categorical
(with discrete or descriptive values). Categorical data may be
classified further into either one of two types: ordinal, with
discrete numerical or nonnumeric values that are spaced in a
logical order but where a spacing interval is not implied; or
nominal, characterized by nonnumeric values that classify re-
sults but are not of an implicit order. Lee and colleagues have
provided a framework for categorizing bioanalytical methods
that is useful in decision-making surrounding biomarker assay
validation (27).
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The first category is the definitive quantitative assays.
For this category, calibration is performed using a reference
standard that is well defined or characterized and is represen-
tative of the endogenous biomarker. Bioanalytical results are
expressed in continuous numeric units of the definitive refer-
ence standard (e.g., a human insulin or a steroid assay). De-
finitive quantitative assays represent the ideal situation for
biomarker measurement. The second category includes rela-
tive quantitative assays, where calibration is performed with a
reference standard that is not well characterized, not avail-
able in a purified form, or not fully representative of the
endogenous biomarker. Results from these assays are ex-
pressed in continuous numeric units of the relative reference
standard (e.g., cytokine ELISAs). Standard clinical phase
laboratory-based biomarker assays are typically quantitative
in nature. However, only a small segment of novel biomarker
assays are “definitive” quantitative measurements. More bio-
marker assays generate “relative” results, due to the nature of
the reference materials or sample matrix. The latter compli-
cation often results from the presence of detectable, endog-
enous levels of the analyte in the sample. For relative quan-
titative assays, it is therefore appropriate to place greater
emphasis on temporal changes in biomarker concentrations
rather than the absolute concentrations. This is an example
where input from bioanalytical scientists can be of value for
interpretation of biomarker data.

Quasi-quantitative assays (quasi: “possesses certain at-
tributes”) are a third category. Unlike the previous quantita-
tive assay categories, this does not use a reference standard
(or calibration curve). However, the analytical response is
continuous (numeric), and the bioanalytical results are ex-
pressed in terms of a characteristic of the test sample. Some
examples of quasi-quantitative assays include anti-drug anti-
body assays (where the readout is a titer or % bound), enzy-
matic assays (wWhere activity might be expressed per unit vol-
ume), and flow cytometric assays (28).

In contrast to the “quantitative” categories, qualitative
analytical results of biomarkers are discrete (discontinuous)
and reported in either ordinal or nominal formats. For ex-
ample, low, medium, and high, or +, ++, and +++, are used for
ordinal data, and yes/no or positive/negative for nominal data.
These qualitative assays, like quasi-quantitative assays, use no
calibration standards, and the bioanalytical results are ex-
pressed in terms of a characteristic of the test sample. The
major difference is that the analytical response is categorical.
The readout data may be ordinal (ordered rather than con-
tinuous responses) or nominal (nonordered and noncontinu-
ous responses). An example of a qualitative assay would be a
method to detect the presence of a single nucleotide polymor-
phism or gene mutation in a sample of DNA. Table I shows
diverse examples of biomarkers, from gene expression to
various clinical observations, and provides typical data types
associated with these markers and examples of the technolo-
gies used to generate that data.

Regulatory Guidance on Biomarker Method Validation and
Assay Acceptance Criteria

Discussions at the workshop highlighted a significant
lack of consensus surrounding the application of method vali-
dation guidelines and acceptance criteria for biomarkers in
clinical trials. For example, different criteria are used within
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Table I. Method and Data Type Diversity: Varieties of Biomarkers from Genes to Clinical End-Points and the Plethora of Technologies for
Their Evaluation

Biomarkers

Method/data type

Technologies

Genotyping

Gene expression
Proteins

Biometabolites
Clinical markers and end points

Descriptive, qualitative or quasi-quantitative

Qualitative or quasi-quantitative
Quasi-, relative, or definitive quantitative

Quasi-, relative, or definitive quantitative
Descriptive, qualitative, or quasi-quantitative

Genomics, microscopy, polymerase chain
reaction (PCR)

Quantitative-PCR, flow cytometry

MALDI- and SELDI-ToF MS, ligand binding
assays, cell-based assays

Small molecule LCMS, ligand binding assays

Physiological measurements, imaging

the pharmaceutical and diagnostic industries for method and
assay run acceptance. FDA guidelines for bioanalytical drug
assays (GLP, or good laboratory practices regulations),
NCCLS (National Committee for Clinical Lab Standards),
and CLIA (Clinical Lab Improvement Amendments) guide-
lines for diagnostic assays may not be suitable for some bio-
marker assays. Nevertheless, the lessons learned and prin-
ciples applied in these previously established assay validation
guidelines will no doubt significantly influence recommenda-
tions for biomarker assay validation. Widespread support was
voiced for the use of statistics-based approaches for the es-
tablishment of acceptance criteria in the context of drug study
objectives. It is illustrative to review the key differences be-
tween NCCLS, CLIA, GLP, and other relevant regulatory
guidance on biochemical assay validation to better under-
stand how biomarker validation decisions are made.

Given the diversity of biomarker assays and their in-
tended applications, the 1990 Crystal City Bioanalytical
Method Validation report statement that “all pharmacody-
namic measures for definitive bioequivalency or related stud-
ies must be fully validated” (19) would only be applicable to
very rare or specific situations. Also, the 2001 FDA Bioana-
lytical Method Validation guidance does not specifically ad-
dress biomarker assay validation (21). Currently, there are
two basic bioanalytical approaches that are being applied to
biomarker validation. One is based on the FDA bioanalytical
drug assay guidance and is generally being referred to as
“GLP-like” (21,22). The second is based on NCCLS and
CLIA (29,30). Table II highlights the analytical performance
characteristics examined under these two approaches. The
relative advantages of GLP and CLIA approaches were dis-
cussed during the open forum. For novel biomarkers, a GLP-
like performance standard would be recommended for use in
clinical trials.

Although the NCCLS/CLIA approach is well defined
and is often more flexible in that it aligns the acceptance
criteria to the proven performance of the method and adjusts
them over time using a confidence limit-based approach, it is
generally more appropriate for routine clinical assays. Several
factors however, preclude its use in the validation of novel
biomarker assays. This is particularly true for early clinical
phase development where attrition of the clinical candidate
and associated biomarker assays is high. In other words, the
assay may only be used for a short period of time precluding
the establishment of appropriate confidence limits.

Table II provides a comparison of various components of
CLIA-type and GLP guidance on analytical validation. Ac-
curacy assessments within NCCLS are based on comparison
to “gold standard” methods, which rely on measured concen-

trations in an official reference or involve measuring a con-
centration in comparison to an official standard. In contrast,
GLP accuracy assessments reflect the mean bias determined
in spiked recovery experiments. For novel biomarkers, gold
standard or comparator assays seldom exist, especially when
considering macromolecule measurements. Consequently,
spiked recovery is generally the most practical and feasible
approach for accuracy evaluation. Sensitivity (i.e., the lowest
reportable result) is defined quite differently between GLP
and NCCLS. NCCLS/CLIA defines sensitivity as any re-
sponse above the limit of detection (LOD), whereas GLP
defines the LLOQ (lower limit of quantification) as the low-
est concentration that can be measured with acceptable ac-
curacy and precision (e.g., £20%). There is a profound dif-
ference between linearity definitions. NCCLS defines linear-
ity as the measure of the degree to which a calibration curve
approximates a straight line, whereas the GLP and ICH
guidelines define it as the condition in which the test results
are directly proportional to the concentration of that analyte
of interest. Additional differences are noted on how prestudy
method acceptance criteria for accuracy and precision are
assigned and used. For NCCLS, criteria are established de-
pending on the intended clinical use of an assay. For GLP,
and based on the 2000 Crystal City Meeting Report, mean
bias (% relative error) and % coefficient of variation should
be less than 15% (20% at the LLOQ), though newer publi-
cations call for more lenient criteria (25). There are also im-
portant differences in the approaches used by NCCLS and
GLP concerning in-study run/batch acceptance criteria.
NCCLS recommends use of control charts, such as Westgard
rules (31,32), whereas GLP uses “4-6-X rule” (4 out of 6 QCs
must fall within acceptance criteria X).

As mentioned above, it was recognized that, unlike drug
assays, novel biomarker assays are accompanied by unique
analytical issues, in many cases ruling out the use of universal,
strict validation guidelines. These issues include the common
absence of suitable reference standards, the employment of
unique analytical reagents and assay platforms, the presence
of endogenous biomarkers in a sample, analyte heterogeneity,
and a variety of disease-specific effects. Therefore, at the con-
ference there was an agreement that assays for novel bio-
markers should not be defined as GLP assays. There was
general consensus that these assays should be viewed as
“GLP-similar” assays, meaning that the process of GLP vali-
dation should serve as a framework for biomarker assay vali-
dation. In the spirit of GLP, assay validation could be out-
lined ahead of time in a validation plan. This plan would
include the scope and purpose of the assay, relevant back-
ground information, a description of issues that are expected
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Table II. Comparison of CLIA- and GLP-Type Assays

CLIA/NCCLS

GLP

Purpose

FDA regulated
CMS regulated
Requirements
Written SOPs
Lab accreditation
Lab license
Proficiency testing
Compliance audits
Compliance inspections
Validation characteristic
Accuracy

Precision
Sensitivity
Linearity

Specificity/selectivity

Range

Parallelism

Dilutional linearity
Analyte stability
Standard stability
Reagent stability

Run acceptance criteria

Human diagnostics and
prognostics
OIVD

Annually
By CMS and state authorities

Based on official reference
gold standard

J/

LOD

Degree to which a calibration
curve approximates a
straight line

Use control charts such as
Westgard rules

Nonclinical drug safety studies
and drug assays
CDER

No
Each study
By FDA

No gold standard; based on
mean bias from spiked
recovery experiments

v/

LLOQ

Test results directly
proportional to analyte
concentration

Against matrix and
comedication

Covering the expected
concentration of study
samples

On incurred samples

v
v
v
v
4-

6-X rule

/, validation required.

to affect the design of the validation experiments, a descrip-
tion of the planned validation experiments, and most impor-
tantly (when feasible) a priori criteria for method acceptance.

What constitutes a full validation is highly dependent on
the type of assay being validated. Table III shows some of the
prestudy performance validation characteristics that would be
useful to explore in the validation of each the four categories
of assays. For prestudy validation of definitive and relative
quantitative methods, it is recommended that validation

samples be prepared at five concentration levels: at the an-
ticipated LLOQ, about 2-4 times the LLOQ, near the mid-
range (on a log scale), about the 70-80% anticipated ULOQ,
and at the anticipated ULOQ. The validation samples should
be analyzed in duplicate or more in at least six runs. The
default method acceptance criteria for a novel quantitative
biomarker assay is suggested to be as follows. Method accep-
tance criteria: both accuracy (mean bias) and imprecision
(%CV) should be within 25% (30% for the LLOQ). More or

Table III. Prestudy Validation Characteristics of Various Assay Performance Categories of Assays

Assay performance category Definitive quantitative Relative quantitative Quasi-quantitative Qualitative
Accuracy v J -
Precision J/ J/ J/ -
Sensitivity J/ J J/ J
LLOQ LLOQ
Specificity J/ J J J
Dilutional linearity v v - -
Parallelism v/ J/ -
Assay range J J/ J/ -
LLOQ-ULOQ LLOQ-ULOQ
Standard and key reagent stability v J - -
Matrix stability v v v v

/, validation required.
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less lenient criteria can be required on a case-by-case basis
depending on analyte properties, the type of assay and its
limitations, and the intended use of the data. Batch (run)
acceptance criteria: in contrast to conventional drug assays
(e.g., 4-6-30 rule), more lenient run acceptance criteria can be
justified in most cases for novel biomarkers. Criteria can be
more or less lenient depending on the criteria used for pre-
study method acceptance. In contrast to novel biomarkers,
validation procedures for well-defined routine clinical assays
may be closer to the CLIA/NCCLS guidelines, which set the
quality standards for clinical lab testing on human specimens
for the purpose of providing information for the diagnosis,
prevention, treatment of disease, or impairment of or assess-
ment of health (30).

When should biomarker assays follow the GLP or CLIA
validation approaches? These decisions are often made by the
biomarker team (see above), and it is thus necessary to dis-
seminate information to that team and others who will use the
data. The team should be consulted on the study objectives
and timeline expectations, assay classification, and data type.
These considerations can be considered in light of the in-
tended use of the data to determine the course of action for
assay validation. In general, biomarker assays should be GLP/
GCP-like, unless the intended use is exploratory. In this case,
the limited scope of the method validation should be defined
in advance, and the future use of the data should be accord-
ingly restricted. As stated previously, a limited or abbreviated
method validation may be acceptable for certain stages of
biomarker assay development, but the extent of the valida-
tion effort has to depend on the gravity of the decision to be
made based on the biomarker data. For exploratory work,
one should not avoid an assay just because tight controls are
not in place. If a go—no-go decision will be made on the com-
pound or program, then biomarker assay may deserve full
validation. It is impractical and not cost-effective to require
full method validation for exploratory biomarker research. It
is also impossible to apply one set of rules to all assay plat-
forms. The guidelines need to allow assay- and technology-
specific flexibility. They should be very general to include
both common sense and good science. For example, docu-
mentation of change and version control of biomarker meth-
ods is important, especially to those who produce elements of
the assay/kit.

One of the issues discussed at the workshop concerned
the level of method validation when transferring or outsourc-
ing biomarker assays. Another issue was the basic require-
ment for full disclosure of data and validation efforts to re-
viewers and downstream users. The next goal of the
LBABFG Biomarker Committee would be to drive a mini-
mum acceptable standard and provide a spectrum and list of
method validation processes to reflect staged progression of
method validation.

Sample Integrity During Collection and Analyte Stability

As a biomarker progresses from preclinical to clinical
application, researchers often encounter unexpected develop-
ments that negatively impact the performance of a biomarker
assay. Preclinical experimentation is often quite difficult to
extrapolate to the human clinical condition, as many of the
advantages of animal models and in vitro human tissue mod-
els are absent in patients or normal volunteers. Animals used
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in discovery research are generally healthy and genetically
homogeneous. Moreover, specimens are collected under
highly controlled conditions with extrinsic variants kept to a
minimum. This is rarely the case in clinical trials, where ge-
netic and environmentally induced variables (notably preana-
Iytical issues) often confound interpretation of early clinical
biomarker data. Extrinsic factors are often uncontrollable
and can include diet, coadministered medications and sub-
stances including tobacco and alcohol, and non-disease-
related physiologic parameters including age-related differ-
ences in metabolism. Such factors, as does genetics, often
account for as much of the observed inter-individual variabil-
ity of biomarker responses.

An initial understanding of sample collection and stabil-
ity is required by both CDER and CLIA regulations govern-
ing assay validation and should include investigation of pre-
analytical factors, such as analyte integrity during sample col-
lection and processing. Preanalytical issues can be significant
for novel biomarkers and represent an operational challenge
in some cases. Control and standardization of sample collec-
tion is necessary to understand and minimize the variability
from multiple clinical sites.

There is usually some delay between biomarker sample
processing at a clinical site and its arrival at a bioanalytical
laboratory. This delay can have significant effects on assay
performance. Prominent examples of assays where this is
problematic were discussed at the workshop and include ex
vivo blood cell stimulation assays and tissue estrogen and
progestin receptor assays. In the latter case, thermal lability of
the receptors in the biopsy and cell-free extracts could com-
promise the assay performance. The collection and processing
of human tissue biopsies has historically focused on obtaining
clinical data (e.g., cancer diagnosis and staging). Until re-
cently, little emphasis has been put on the development of
appropriate sampling handling techniques (e.g., cryopreser-
vation), which are essential for tissue-based biomarker analy-
ses. Changes in sample collection procedures were described,
beginning in the operating room and the pathology suite. For
tumor marker analysis, it is necessary to freeze tissue speci-
mens on dry ice in the pathology suite within 20-30 min of
collection or immediately immersed in ice and rapidly trans-
ported to a site for cryopreservation and storage at —80°C.

Standardization of tissue collection and storage could
benefit from the coordination and sample integrity control of
a central sample repository. Explicitly written protocols for
sample collection by a well-trained clinical staff should be in
place before the clinical study begins. For both tissue collec-
tion and ex vivo stimulation assays, it is best to validate
sample collection procedures using conditions that closely
mimic the planned sampling protocol and to examine sample
stability as soon as possible. In some cases, sample handling is
so complicated that an effective strategy would be to establish
the limitations surrounding sample collection and processing,
then incorporate those limitations in the planning of sampling
times.

Reference Standards, Calibrator Matrices, and Preparation
of Quality Control Sample Matrices

For novel biomarkers, a widespread problem is the lack
of characterization and standardization of the reference ma-
terials, as the cutting-edge and proprietary nature of many
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novel biomarkers confounds development of an “official”
standard. In contrast, when novel biomarkers become well
established in the research community, reagent standardiza-
tion can be addressed more effectively.

Standard Curve Range and Calibrator Matrix

The levels of the biomarker in disease and healthy popu-
lations should help to define the initial standard range.
Samples from disease populations should be acquired and
tested in biomarker assays to obtain the concentration range
prior to the clinical study if possible. It is also important to
understand how diurnal variability can affect the data. In such
cases, it is prudent to pool samples or to collect them at the
same time of the day. The initial surveys of healthy and pa-
tient samples also provide a rough idea of the assay variabil-
ity. The clinical question is to compare the treatment vs. pla-
cebo. Appropriate clinical and assay controls should be in-
cluded to produce unbiased clinical answers. For cancer
studies, there may not be placebo or baseline samples avail-
able to provide data for better understanding of the true drug
effect vs. the nonspecific variability of the biomarker in vivo
expression or measurement variability.

Most biomarkers are endogenous compounds with mea-
surable baseline levels in the biological matrix of interest. The
endogenous and heterogeneous natures of biomarkers post a
challenge to find analyte-free biological matrix to prepare
calibrator standards. There is no limitation to what can be an
appropriate substitute matrix for standard preparation. Of-
ten, an altered substitute matrix is used after being depleted
of the analyte of interest. It may involve a stripped matrix,
other species matrix, buffer, or healthy normal with minimal
endogenous levels. Stripping by charcoal or more specific af-
finity molecules such as antibodies or molecular imprint poly-
mers could be used.

The preparation of calibrators not in the intended sample
matrix is one major difference of biomarker assays from that
of drug compounds. In consequence, validation is required to
demonstrate that the concentration-responses relationships
are similar in the sample matrix and the substituted matrix. If
the biomarker reference standard is a recombinant product,
which may not have the same immunochemical behavior as
the endogenous counterpart, the laboratory should perform
parallelism studies on the recombinant vs. the endogenous
materials.

Quality Controls

Method variability in buffer should be checked first dur-
ing method development. Serum or other binding proteins
can present bioanalytical challenges that can affect biomarker
results. Spike recovery experiments should be performed on
multiple individual lots of matrix to assess accuracy, matrix
effects, and interference. The background levels of the en-
dogenous analyte and other interferences should be taken in
consideration, because they can skew the results and affect
accuracy and the application of the acceptance criteria. If
there is an interference or matrix effect, the sample could be
diluted to reduce the background. One suggestion was to set
the lowest spike concentration at =50% of the background
level in order to quantify the spike recovery.

Quality controls (QCs) prepared from a healthy popula-
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tion may not reflect the true assay performance in patient
samples. When patient samples can be made available, com-
parison between healthy population and patients should be
made. If patient samples are not available during method
validation, it is necessary to test randomly selected patient
samples retroactively to characterize the variability in the dis-
eased population.

The use of QCs can pose a problem for clinical labs and
CLIA tests, which may not have any QCs. QCs are handled
very differently in the diagnostics arena. Diagnostics assays
run QCs prior to assaying samples in order to assess the con-
dition of the instrument. If the QCs are not within acceptable
limits, then instrument parameters are adjusted and QCs re-
run until acceptable. Typically non-CLIA, the bioanalytical
laboratories (GLP/GLP-like) use five concentration levels of
QCs during prestudy validation and three levels during
sample analysis. This is an unfamiliar approach to CLIA labo-
ratories. No consensuses was reached at the workshop open
forum regarding how many QC levels and how many repli-
cates per QC should be used.

Multiple dilutions would be necessary for samples with
high endogenous levels. It may take multiple dilutions to
bring the sample responses into the calibration range. In
many instances, the technical range of a biomarker standard
range is not the same as the study samples. In such case,
rather than preparing QCs at the high, mid, and low levels of
the standard curve range, the levels should mimic the in-
tended study samples.

Although an appropriate substitute matrix is used for
standard preparation, QCs must be in the same matrix as the
authentic samples. However, one has to consider possible ex-
ceptions with rare matrices, such as tear, CSF, or synovial
fluid, where in these cases a surrogate matrix may be the only
practical option.

Data Handling: Curve Fitting and Data Assessment by
Statistical Methods

Contributing variance factors come from both method
variability and biological variability; possible artifacts could
rise from in vivo and in vitro sources. Statistical assessment
should be made on biological variation of markers between
disease and nondisease, method variability, and whether
single or multiple biomarkers were involved. Determination
of outliers using confidence interval should be made.

Components of method variability (e.g., reagents, opera-
tor, incubation conditions, intra- and inter-assays) and bio-
logical variability (e.g., % differences of one sample vs. the
reference time point, individuals, placebo and various doses,
clinical vs. discovery settings) can be identified and the data
compared. Random effects (variance components) models
provide estimates and confidence intervals. The data will help
study design to provide power for the study and determine
assay expectations.

For biomarker studies, often the baseline value could be
below the LLOQ. However, often this value is required for
comparison of the drug effect. In a PK study, the LLOQ
would be reported as an alphanumeric value “BQL” (below
quantifiable limit), as LLOQ concentration, or as zero. None
of these three options would be appropriate for biomarker
assessment. For example, if the data were to be expressed in
fold increases or % of basal, reporting as zero skews the
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variability to nothing, whereas reporting as the LLOQ value
would underestimate the drug effect, and reporting as BOL
would not allow calculation. It is possible and useful to com-
pute a value between 0 and LLOQ, which can provide a
better understanding of the true value in these patients. In
some instances, it may be appropriate to report “not de-
tected” levels in addition to BLQ. We should think about
broad applications, including situations that use no calibra-
tion curves. Not all technologies generate data of the same
type—imaging is one example. The issue of LLOQ required
being lower than endogenous levels should not affect method
validation, as the purpose of validation is to show what the
assay is capable of, not the clinical validity of the result.

For binding assays, the 4- or 5-parameter logistic model
is the gold standard model for curve fitting (23). Sometimes,
standards in commercial kits are provided only at the low
portions of the 4-parameter logistic curve function. One can
add standards and anchor points to extend the range to better
define the curve function parameters or use a 5-parameter
logistic curve fitting.

Document Control Considerations

An issue common to all biomarkers is to what extent
should the assays and experimental results be documented.
With respect to regulatory submission of biomarker data, it is
preferred that a team have a well-thought-out biomarker plan
that is project-specific and focuses on the anticipated use of
the biomarker data. Should biomarker data be used in sup-
port of claims as to the mechanism of action of a compound,
to predict efficacy, or support a safety profile, it is best that
these issues be identified during the preclinical stages of de-
velopment. Without question, if the biomarker assays are
used to support GLP studies, then they should approach the
validation requirements of a GLP assay as closely as possible.
This includes document control.

Just as the bioanalytical assay evolves over time, so
should the level of documentation control. For example, the
depth of detail in a validation report is expected to increase as
the assay evolves and data are collected. Also, it may not be
appropriate or necessary to establish standard operating pro-
cedures for exploratory or early clinical biomarker assays, but
later stages may demand it. Because most biomarkers iden-
tified in discovery will not progress into clinical studies, it
makes practical sense to concentrate the documentation ef-
forts only on those biomarkers and associated method vali-
dations that have a reasonable chance of progressing into
clinical development. This eliminates a significant amount of
unnecessary effort that can be better focused on those bio-
markers with the best chance of providing useful clinical data.

Currently, individual companies are struggling with de-
fining and developing a process for what nonclinical biomark-
er data to include in regulatory submissions. In terms of non-
clinical data, there currently exist regulatory requirements on
what needs to be submitted to the agency. Investigational new
drug (IND) applications require pharmacology and toxicol-
ogy information “on the basis of which the sponsor has con-
cluded that it is reasonably safe to conduct the proposed clini-
cal investigations.” In the case of a new drug application
(NDA), nonclinical studies that should be submitted include
those “studies that are pertinent to possible adverse effects.”
Unfortunately, biomarker data is often not fully “biologi-
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cally” validated or well understood, so questions often arise
as to what really needs to be submitted. For example, geno-
mic data might indicate that a toxicity finding is likely to be
unique to a specific species of laboratory animal. If the ratio-
nale for determining the level of patient safety includes in-
formation derived from that genomic data, it would need to
be part of the regulatory submission. In other words, those
results intended to influence the course of the clinical devel-
opment process would be considered part of the safety and
efficacy evaluation. In contrast, some nonclinical biomarker
data that does not have such a regulatory impact would thus
not need to be part of the regulatory submission. Data from
microarray toxicity screening, which is only used for hypoth-
esis generation or biomarker discovery, is one example of the
latter data type.

Regulations on in Vitro Diagnostic Tests

The premarket review of medical devices or new diag-
nostic tests (510K) evaluates the performance characteristics
of a new laboratory test on accuracy and precision of the
laboratory test, analytical sensitivity and specificity of the
method, and clinical or diagnostic sensitivity and specificity.
The evaluations include the intended use; indication(s) for
use, special condition for use statement(s), and special instru-
ment requirements, and the device description. A Statement
for Reporting Studies of Diagnostic Accuracy was prepared
with the objective toward complete and accurate reporting of
studies on diagnostic accuracy (33). In 1997, the FDA pub-
lished the Analyte Specific Reagent Rule (ASR Rule). Ana-
lyte specific reagents include antibodies, specific receptor
proteins, nucleic acid sequences, and similar biological re-
agents, which through chemical binding or reaction with sub-
stances in specimen are intended for identification and quan-
tification of an individual chemical substance or ligand in bio-
logical specimens.

The Office of in Vitro Diagnostics Device Evaluation and
Safety evaluates emerging technologies for infectious diseases
detection, microarrays, proof-of-concept testing, over-the-
counter tests, expert systems, and diagnostic/drug pairs. A
good example of the codevelopment of a diagnostic assay and
therapeutic is the Herceptest/Herceptin combination, where
the diagnostic test was applied to pivotal clinical trials, and
the simultaneous submission of applications for both compo-
nents aided in the approval of both the drug and the test (34).
The development of any new test/service requires that the
new test must have clinical importance in its impact on medi-
cal action and affect patient outcome in overall survival, qual-
ity of life, and reduced cost of care. The new test must meet
financial objectives on the minimal setup cost of capital
equipment and personnel and provide adequate third party
reimbursement on income generation and meet physician de-
mand.

Emerging Novel Assays

The discovery of efficacy and toxicity biomarkers is often
based on pattern differentiation in experimental animal mod-
els and human populations. A presentation by Molecular
Staging on high-throughput protein microarrays for disease
sample analysis was given in the workshop. The platform and
assay validation, along with some details of data analysis strat-
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egies, have been recently described (35-37). Selectivity, sen-
sitivity, broad dynamic range, and reproducibility were the
components emphasized in the method validation. Multiple
assay quality control spots were included in each run to test
assay variability such as array printing, reagents, individual
spots and slides, background signal, matrix effects, and entire
assay runs. Statistical design of experiments was used to mini-
mize well-to-well and slide-to-slide imprecision. The Molecu-
lar Staging chip system is currently in use to survey a broad
panel of analytes and is thus less amenable to large clinical
trials than other, robust and validatable immunoassay plat-
forms. Complementary methods will be necessary to advance
subsets of analytes discovered in early stages into later stage,
higher throughput clinical trials.

The workshop open forum also focused on several po-
tentially difficult issues that need to be addressed in multiplex
assays in general, and particularly in multiplex ligand binding.
These include the availability of well-characterized reference
standards, understanding reference ranges for different ana-
lytes, assay reproducibility and generalizability, coverage of
other species, correction for biases in the analyte set, and
bridging various phases of drug and diagnostics development.

The design of standard curve ranges can be complicated
during method development for multiple analyte assays. In
order to accommodate assay capabilities, sometimes compro-
mises lead to the truncation of the assay ranges for a subset of
analytes. The limit of quantitation and specificity in multiplex
assays depends on the antibody for each analyte. To evaluate
specificity and cross-reactivity, it is advisable to check each
analyte once with all the bead sets and determine whether
there is interference (i.e., each analyte of the multiplex should
be treated as a unit during method evaluation). When the
data generated is to support a study and repeat analysis is
required for one of the analytes, the assay would be per-
formed with all of the analytes, but only report the re-assay
results for the one that failed and ignore the results of the
others.

Microarray-based analysis of mRNA expression profiles
provides is another technology that generates enormous
amounts of information. Such analysis holds the potential to
aid in clinical biomarker discovery and patient stratification
for responsiveness to a given drug, as well as the identification
of novel drug targets and markers of drug action. Current
understanding of the huge data sets that arise from complex
cDNA microarray experiments falls far short of what is nec-
essary for their implementation in the regulation-intensive
environment of clinical trials. Scientists at the Lilly Research
Laboratories have been working on developing a validation
plan to determine bioanalytical- and instrument-level varia-
tion in Affymetrix gene chip experiments. An experimental
scheme was designed to estimate variance attributable to ana-
lyst, reaction conditions, chips and fluidics stations as shown
in Fig. 2. Statistical analysis of data from 55 Affymetrix
U95Av.2 chips in this experiment produced a % CV of 21 over
a p value up to 0.06 for approximately 4600 genes that were
called either present or marginal in 75-100% of chips ana-
lyzed. About 12% of that variation was attributed to the chip
and less than 2% was due to the analyst. When the method
was applied to the U133A array, it produced similar %CVs
for the same input RNA. The key to development of a suc-
cessful validation strategy for microarray-based analysis in
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cRNA A cRNA B cRNA C cRNA D

]
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g

~
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Fig. 2. An experimental scheme to estimate variance attributable to
analyst, reaction conditions, chips, and fluidics stations. Statistical
analysis of data from 55 Affymetrix U95Av.2 chips in this experiment
produced a %CV of 21 over a p value up to 0.06 for approximately
4600 genes.

clinical trials is to initiate a dialogue with the FDA and seek
their input in the earliest phases of these experiments.

CONCLUSIONS, FUTURE PERSPECTIVES, AND
FOLLOW-UP ACTIONS

A shared conclusion from the workshop was that, be-
cause the quality of clinical decisions can depend on the qual-
ity of biomarker data, appropriate analytical validation of
biomarker assays is essential to ensure high-quality data to
maximize the value of such decisions. The extent of assay
validation is often determined by the study objectives, as
these data should support the desired level of biomarker
qualification. A properly validated biomarker assay will help
ensure that performance characteristics of the measurement
(i.e., sensitivity, specificity, and reproducibility) would meet
predefined acceptance criteria, but do not necessarily link the
biomarker with a clinical end-point. Stage-specific validation
can be a challenging concept to explain to clinical “end-users”
or internal “customers” in order to justify undertaking a given
validation effort. Given that the use of an appropriately vali-
dated biomarker maximizes investments in time and money
while ensuring adequate regulatory compliance, these discus-
sions are undoubtedly worthwhile.

This workshop occurred at the beginning of a scientific
collaborative effort to address the issues of method develop-
ment and validation of quantitative biomarker assays. There
are many other important aspects of biomarkers that were not
covered in the workshop. These include an in-depth analysis
of clinical biomarker validation (qualification), the use of
combinations of biomarkers, including pharmacogenomic and
other population-based methods. One particularly relevant
example to be covered is a description of the validation ef-
forts required for clinical applications of single nucleotide
polymorphism (SNP) genotyping assays in drug development
and therapy. The concept of using pharmacogenomic markers
to provide “individualized therapy” has been widely pro-
moted in both the lay media and scientific literature, via ap-
proaches such as the use of SNP genotyping to define meta-
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bolic phenotypes (CYP2D6, etc.) or identification of target-
specific polymorphisms that may affect the pharmacodynamic
effects of a drug (i.e., EGFR mutations and Iressa). As a step
toward increasing the application of pharmacogenomic infor-
mation in drug development, the FDA is preparing a guid-
ance document to industry to aid in the submission of phar-
macogenomic data (draft version available at http:/www.
fda.gov/cder/guidance/5900dft.pdf) and has encouraged vol-
untary submission of pharmacogenomic data in an effort to
increase the knowledge base for therapeutic candidates
(see http://www.fda.gov/oc/initiatives/criticalpath/Lesko/
Lesko.html). As this field moves closer to clinical reality, is-
sues regarding how such assays will be applied and validated
will need to be addressed. In addition, bottlenecks in biomar-
ker development, including the translation of biomarker tar-
gets and assays from preclinical to clinical use, notably how
species specificity affects the soundness of data and limits its
extrapolation to human models, need to be explored. Future
biomarker method validation workshops will likely expand
beyond the focus of the 2003 workshop and are likely to
include nonconventional technologies for discovery and
implementation of biomarkers, including imaging, proteom-
ics, and synergistic combinations of these and newer emerging
technologies. Characterization and standardization of bio-
marker reagents also needs to be addressed and will likely
remain an issue for some time.

The costs associated with newer technologies are cur-
rently greater than for more standard immunoassays. In the
near term, immunoassays and related ligand binding assays
will likely continue to be the analytical method of choice for
biomarker measurements. Continued clinical application of
novel biomarkers will therefore depend on the development
of new antibodies for ligand binding assays. Ironically, despite
the rapid advances in technologies and assay validation and
the promise that biomarkers will ultimately save money in
both drug development and patient care, more mundane is-
sues must also be addressed in order to maximize the utility of
biomarkers. For example, the establishment of billing codes
and affordable charges for novel biomarker assays will have
to be worked out well before these markers are widely
adopted beyond the world of drug development. In the ab-
sence of government reimbursement, the cost issues associ-
ated with biomarker assays may ultimately have to be folded
into the cost of new drug development.

As in most arenas, education is key to the advancement
of biomarkers in clinical practice. Physicians need education
on the nature and use of biomarker assays and associated
technologies and the interpretations of biomarker data to
better convey their benefits to patients. For example, it was
noted that breast cancer patients typically wish they
were better informed. This will no doubt be aided as examples
of successful biomarker implementation emerge, though
concerns surrounding the disclosure of proprietary infor-
mation inhibits and delays information dissemination and dis-
cussion.

The LBABFG Biomarker Committee has established
work teams to address the bioanalytical issues, seeking input
from a wide network of participating scientists. A position
white paper addressing many of the important issues outlined
in this report is currently being prepared and will be available
in the not too distant future.
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